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ABSTRACT
A coflow is a collection of related parallel flows that occur
typically between two stages of a multi-stage compute task
in a network, such as shuffle flows in MapReduce. The coflow
abstraction allows applications to convey their semantics
to the network so that application-level requirements (e.g.,
minimizing the completion time of the slowest flow) can be
better satisfied. In this paper, we study the routing and
scheduling of multiple coflows to minimize the average coflow
completion time (CCT). We first propose a rounding-based
randomized approximation algorithm, called OneCoflow, for
single coflow routing and scheduling. The multiple coflow
problem is more challenging as coexisting coflows will com-
pete for the same network resources such as link bandwidths.
To minimize the average CCT, we derive an online multiple
coflow routing and scheduling algorithm, called OMCoflow,
and prove that it has a reasonably good competitive ratio.
To the best of our knowledge, this is the first online algorith-
m with theoretical performance guarantees which consider-
s routing and scheduling simultaneously for multi-coflows.
Compared with existing methods, OMCoflow runs more ef-
ficiently, and it avoids the problem of frequently rerouting
the flows. Extensive simulations on a Facebook data trace
show that OMCoflow outperforms the state-of-the-art heuris-
tic schemes significantly (e.g., reducing the average CCT by
up to 41.8% and the execution time by up to 99.2% against
RAPIER [28]).

CCS Concepts
•Networks → Network protocol design; Network re-
sources allocation; •Theory of computation → Net-
work optimization;
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1. INTRODUCTION
Distributed computing frameworks such as MapReduce

[14], Dryad [22] and Spark [26] are very popular among cloud
applications. In these frameworks, data flows for one job
may share a common performance goal, such as minimiz-
ing the completion time of the slowest flow. However, such
application-level requirements are often largely overlooked
when cloud providers aim at optimizing network-level met-
rics such as the (individual) flow completion time.

The coflow abstraction was first proposed in [10] to bridge
the above gap, which is defined as a group of parallel flows
that are related and that come about typically between two
stages of a job (i.e. shuffle flows in MapReduce). To im-
prove application-level performance, other than individual
flows, coflows should be considered such that job-specific re-
quirements could be better satisfied. Take MapReduce tasks
as an example. Generally, a reduce job cannot start before
its shuffle flows are all completed. Thus, we can treat these
correlated flows as a coflow, and try to minimize the max-
imum completion time among these flows, which is called
the coflow completion time (CCT). Furthermore, in many
situations, multiple coflows could coexist in a network, i.e.,
the newly coming ones and the existing ones that have not
finished their transmission. Therefore, we take the aver-
age coflow completion time (average CCT) as a performance
metric in this paper, similar to [10, 11, 12, 13, 15, 24, 27,
28]. As coexisting coflows will compete for the communi-
cation resources (e.g., routing paths and link bandwidth),
multiple coflow scheduling and routing is challenging.

Most previous works on network-level optimization were
agnostic on the existence of coflows (e.g., [5, 8, 7, 19]), which
actually could harm the application-level performance (ex-
amples can be found in [10, 13, 11]). Here, we focus on
coflow-aware results; we list the state-of-the-art research
outputs in Table 1.

Some papers [10, 11, 12, 13, 24, 27, 9, 23] studied coflow
scheduling only. Varys [13] proposed effective heuristics to
schedule coflows aiming at minimizing the average CCT and
meeting coflow deadlines. Qiu et al. [24] proposed the first
deterministic algorithm with a constant approximation ratio
for multiple coflow scheduling. Their algorithm was based
on an offline model which is not so practical, which assumes
the information of all the coflows was given at the beginning.
Chen et al. [9] designed a new utility optimal scheduler for



coflows, which defined different levels of sensitivity regard-
ing completion time for different coflows. Without prior
knowledge of coflows, Aalo [11] adopted Discretized Coflow-
Aware Least-Attained Service (D-CLAS) to separate coflows
into priority queues based on the amounts they have already
sent. Dogar et al. [15] and Luo et al. [23] investigated the
decentralized coflow-aware scheduling problem. CODA [27]
was the first work to recognize coflows among individual
flows using machine learning techniques. An error-tolerant
coflow scheduler was then proposed and implemented.

Without considering flow routing, scheduling-only coflow
transmission approaches may fail to minimize the CCT (such
examples can be found in [28]). RAPIER [28] was the first
publication (and the only one so far to the best of our
knowledge) that considered coflow routing and scheduling
simultaneously. However, their solution for multiple coflows
was heuristics-based and hence lack theoretical performance
guarantees on minimizing the average CCT. The multiple
coflow routing and scheduling problem is challenging due
to: 1) routing and scheduling the flows of a single coflow to
minimize the CCT is NP-hard [16]; 2) more than one coflow
in the network might concurrently compete for the trans-
mission resources (such as the link capacity); and 3) in most
practical scenarios imaginable, we do not have the informa-
tion about the future coflows, and hence an online solution
is called for. In this paper, we provide new solutions to the
multi-coflow routing and scheduling problem. We start with
single coflow routing and scheduling, and then propose an ef-
ficient online multiple coflow routing and scheduling scheme
with a theoretical performance guarantee. Specifically, we
have the following contributions:

• For single coflow routing and scheduling, we propose a
randomized algorithm, called OneCoflow, to minimize
the CCT with an approximation ratio of 4 ln 2n with
high probability, where n is the number of nodes in the
network (Sec. 3).

• We derive an online algorithm, called OMCoflow, to
solve the multiple coflow routing and scheduling prob-
lem (Sec. 4). We show that OMCoflow has a good com-
petitive ratio in minimizing the average CCT of the
coflows. To the best of our knowledge, this is the first
result for online multi-coflow routing and scheduling
with theoretical performance guarantees.

• Compared with existing heuristic approaches (e.g.,
RAPIER [28]), OMCoflow can run much more efficient-
ly. More importantly, OMCoflow routes each flow in
the coflows only once while RAPIER would frequently
reroute all the flows in the network when a new coflow
arrives or an existing coflow finishes transmission.

• We conducted extensive simulations using a real-world
data trace collected from Facebook (also adopted in
[11, 13]). Compared to RAPIER, OMCoflow reduces
the average CCTs by 41.8% (11.7% at the 95th per-
centile), and dramatically reduces the algorithm’s ex-
ecution time by up to 99.2% (Sec. 5).

Organization: The rest of the paper is organized as follows.
We first present the system model and problem formulation
in Sec. 2. In Sec. 3, we study the single coflow routing
and scheduling, and derive a randomized approximation al-
gorithm called OneCoflow. We propose an online algorithm

called OMCoflow for the multiple coflow routing and schedul-
ing problem in Sec. 4. Extensive simulations are in Sec. 5.
Finally, we conclude this work and point out some future
work in Sec. 6.

2. MODEL AND PROBLEM DEFINITIONS

2.1 System Model
A network is modeled as a directed graph G = (V,E),

where E is the edge set and V is the node set. The network
size is denoted as n = |V |. In data center networks (DCNs),
each node v ∈ V can be a server or a switch. Each edge
e ∈ E has capacity Re.

A coflow is a collection of related parallel flows with a
common performance goal (e.g. to minimize the maximum
flow completion time). Denote Ci (1 ≤ i ≤ m) as the coflow
arriving at time Ti, which contains ωi individual flows. A
flow j (1 ≤ j ≤ ωi) within a coflow Ci is defined by a
3-tuple (sj , tj , vj) ∈ Ci, where sj , tj ∈ V are the source
and destination nodes, and vj > 0 is the flow volume. The

available path set for flow j in coflow Ci is denoted as P
(i)
j .

Generally, the number of paths for a pair of nodes in the
network can be as large as O(n!). However, for networks
with specific structures (e.g. Fat tree [3] and VL2 [18]),
the data flow between two nodes would follow some given
paths. Therefore, in this paper, we assume the number of
paths between any pair of nodes is bounded by K = poly(n).
Without loss of generality, we assume that a coflow Ci has

all the information about its flows and starts transmission
as soon as it arrives at the network at time Ti, similar to
[10, 5, 12, 15, 13, 28]. At time x ≥ Ti, a flow (sj , tj , vj) ∈ Ci

is then forced to be routed on a path p
(i)
j (x) ∈ P

(i)
j with a

rate b
(i)
j (x), which is in fact the bandwidth assigned to this

flow at that time. Note that b
(i)
j (x) can be zero for some

time x’s, which means this flow is waiting for transmission.
Therefore, a routing and scheduling strategy for a coflow Ci

is defined as1

Si := {p(i)j (x), b
(i)
j (x)}ωi

j=1.

A time-slotted system is considered. We then define the
coflow completion time (CCT) Fi for coflow Ci to be the
minimum time such that

Ti+Fi∑

x=Ti

b
(i)
j (x) ≥ v

(i)
j , for all 1 ≤ j ≤ ωi,

which means the earliest time that all the flows in Ci finish
transmitting their data. We further define the total CCT
for all the coflows as F =

∑m
i=1 Fi.

Since frequent flow reroutings will lead to severe coordina-
tion overhead, which is not desirable in practice, therefore,
in our model, each coflow (and therefore each of its flows) is
allowed to be routed only once2. We say {Si}mi=1 is a valid
strategy, if for all x ≥ 0, for all e ∈ E,

m∑

i=1

ωi∑

j=1

I(e ∈ p
(i)
j ) · b(i)j (x) ≤ Re.

1In this paper, we denote a set {a1, a2, . . . , an} as {ai}ni=1.
2Therefore, each flow will be transmitted along exactly one
path, while the bandwidth assigned may be changed from
time to time.



Table 1: Comparison of Research Outputs Related to Coflows

Solution Scheduling Routing Coflow-aware Online Performance Guarantee

Hedera [4], D3 [25], PDQ [20], etc. � � � � �

pFabric [5], etc. � � � � �

Orchestra [12], Varys [13], Baraat [15], Luo
et al. [23], Aalo [11], CODA [27]

� � � � �

Qiu et al. [24], Chen et al. [9], � � � � �

RAPIER [28] � � � � �

OMCoflow [this work] � � � � �

Here, I(χ) = 1 if event χ is true and I(χ) = 0 otherwise.
That is to say, for a valid strategy, at any time the sum of
the bandwidth requirements on any link cannot exceed its
link capacity.

2.2 Problem Definition
With the above settings, we define the Online Multiple

Coflow Routing and Scheduling Problem as follows.

Problem 1. In a network, m coflows C1, C2, . . . , Cm ar-
rive at time T1, T2, . . . , Tm. The information of every coflow
Ci := {(sj , tj , vj)}ωi

j=1 is given at arrival including the corre-
sponding source-destination pair, the volume, and the avail-

able paths P
(i)
j of each of the ωi individual flows. The prob-

lem is to design an algorithm to find a valid routing and
scheduling strategy {Si}mi=1 for each coflow so that the aver-
age completion time of the coflows, F

m
, is minimized.

In our multi-coflow routing and scheduling problem, infor-
mation about future coflows is not known. Therefore, an
online algorithm is desired. In the following, we start with
investigating a special case where there is only one single
coflow in the network (i.e., m = 1). Then, based on the
single coflow scheduling and routing solution, we propose an
online algorithm to tackle the problem of multiple coflows.

3. SINGLE COFLOW ROUTING AND
SCHEDULING

In this section, we consider the special case where there
is only one coflow C := {(sj , tj , vj)}ωj=1 in the network.
According to the above, for each flow j ∈ C, the source-
destination pair, the volume, and the available paths Pj are
given. The capacity for each edge e is Re. Our goal is to find
a valid strategy for C with the minimum coflow completion
time (CCT).

3.1 Approximation Algorithm
In the following, we derive a randomized algorithm for the

single coflow routing and scheduling problem, which runs in
polynomial time to the number of nodes n and returns a
valid strategy with CCT that is at most 4 ln 2n times the
optimal solution with high probability.

The main technique used in our algorithm is convex pro-
gramming and rounding. We first use Program P to cap-
ture the problem. But as we shall see later, Program P
is not convex and not efficiently solvable. We resolve the
issue by using a binary search based approach to tackle Pro-
gram P efficiently. However, even we have the solution for
Program P, it does not give a routing and scheduling strat-
egy directly. Therefore, we need another procedure, which
is usually called rounding, to get a valid strategy.

The whole algorithm that combines all these ingredients
is given in Algorithm 1, named as OneCoflow. We introduce
the details by first describing Program P:

minimize t (P)

subject to

ω∑

j=1

bj
∑

p∈Pj

I(e ∈ p) · xj,p ≤ Re, e ∈ E, (P.a)

xj,p = 0, if ∃e ∈ p, bj > Re, (P.b)
∑

p∈Pj

xj,p = 1, 1 ≤ j ≤ ω, (P.c)

0 ≤ xj,p ≤ 1, p ∈ Pj , 1 ≤ j ≤ ω,
(P.d)

bjt = vj , 1 ≤ j ≤ ω. (P.e)

In this program, variable t denotes the CCT of C. We use
variable xj,p to denote whether we choose path p for the j-th
flow, which is intended to be an integer variable in {0,1} but
relaxed to be a real number. Variable bj denotes the average
bandwidth of the j-th flow, which is defined by the last con-
straint (P.e). The constraint (P.a) captures the requirement
of a valid strategy. Furthermore, we include the constraint
(P.b) in the program in order to reduce the integrality gap
and the rounding algorithm can benefit from it. Constraint
(P.c) is intended to ensure each flow get routed along exact-
ly one path. The fact that Program P is a relaxation of our
problem will be fromally proved in Lemma 1.

We then give OneCoflow (Algorithm 1) to solve the sin-
gle coflow routing and scheduling with the minimum CCT.
OneCoflow starts with the optimal solution of Program P

Algorithm 1: OneCoflow: Single Coflow Strategy

Input: Coflow C := {(sj , tj , vj)}ωj=1, {Pj}ωj=1

Output: A valid strategy for C
1 Let (b, x, t) be an optimal solution of Program P on C.
2 for j = 1, 2, . . . , ω do
3 Set pj = p′ with probability xj,p′ , for p

′ ∈ Pj .

4 Let α ≥ 1 be the smallest real number such that

{pj , bj
α
}ωj=1 is a valid strategy.

5 Return {pj , bj
α
}ωj=1.

(Line 1). Then in the for loop, OneCoflow finds paths for
each flow in C independently. For each j, we sample a path
p′ for it with probability xj,p′ . In the end, we rescale the
bandwidth to make sure the strategy is valid (Line 4). Note
that in our model (Sec. 2.1), the bandwidth is a function of
time, but OneCoflow returns a constant value (Line 5). This
implies that, for flow j, the bandwidth function is equal to



bj
α

when transmitting the corresponding flow, and is equal
to zero after the completion of the corresponding flow.

3.2 Analysis
As stated above, in some important scenarios such as da-

ta center networks, we assume that the number of paths
between any pair of nodes is bounded by K = poly(n).

Theorem 1. For any coflow C := {(sj , tj , vj)}ωj=1 that
is defined on a directed graph G with n vertices such that
maxj:1≤j≤ω |Pj | = KC , OneCoflow (Algorithm 1) runs in
O(LP(O(ωKC), O(ωKC + n2))) and gives a valid strategy
with CCT at most 4 ln 2n times the optimal CCT of C with
probability at least 3

4
, where LP(x, y) denotes the time com-

plexity of solving a linear program with x variables and y
constraints3.

Proof. Our proof contains three parts: 1) we first give
a lower bound of the minimum CCT of C in Lemma 1; 2)
then we give an upper bound of the CCT of the strategy
returned by our algorithm OneCoflow in Lemma 2; and 3)
we address the time complexity in the end.
1) Lower Bound of the Optimal CCT: We will prove
that P is a relaxation of our single coflow routing and schedul-
ing problem. Let OPTP denote the optimal objective of P ,
and let OPT denote the minimum completion time of C.
The fact of relaxation implies that OPTP ≤ OPT.

Lemma 1 (P is a relaxation). For any valid strate-
gy S := {(pj , bj)}ωj=1 for C, there exists a feasible solution of
P whose objective value in P is the same as the completion
time of S.

Proof. Suppose T is the completion time of S. We define
a solution of P as follows.

• Set t = T .

• For 1 ≤ j ≤ ω, set xj,pj = 1, and set xj,p′ = 0 for all
p′ such that p′ ∈ Pj and p′ �= pj .

• For 1 ≤ j ≤ ω, set bj =
vj
T
.

Observe that it only remains to verify that constraint (P.a)

ω∑

j=1

bj
∑

p∈Pj

I(e ∈ P ) · xj,p ≤ Re,

for e ∈ E. By the definition of the completion time, we have∑T
0 bj(x) ≥ vj . This implies that

bj =
vj
T

≤
∑T

0 bj(x)

T
.

On the other hand, by the fact that S is a valid strategy and
by the definition of validness, for all e, we know that

ω∑

i=1

I(e ∈ pj)
T∑

0

bj(x) ≤ TRe.

Therefore, we get

ω∑

j=1

bj
∑

p∈Pj

I(e ∈ p) · xj,p ≤
∑ω

j=1 I(e ∈ pj)
∑T

0 bj(x)

T
≤ Re.

This implies the Lemma.
3A linear program is polynomial solvable, and is very fast
in most cases. In addition, here we can boost the success
probability of our algorithm by running it multiple times.

2) Upper Bound of our CCT: The solution for P is not
directly a strategy, and we need to construct one from it.
This procedure is usually called rounding. Moreover, since
the rounding is randomized, it is important to guarantee
that our algorithm performs well with a high probability.

Lemma 2. Algorithm 1 returns a strategy with completion
time at most 4 ln 2n times the minimum completion time of
C with probability at least 3

4
.

Proof. For e ∈ E, define

αe :=

∑ω
j=1 I(e ∈ pj) · bj

Re
.

Then, α = maxe αe. It is sufficient to prove that

Pr[α > 4 ln 2n] ≤
∑

e∈E

Pr[αe > 4 ln 2n]

≤ 1

4n2
· n2 =

1

4

by the union bound, and this completes the proof.
Next, we fix e and focus on the proof of Pr[αe > 4 ln 2n] ≤

1
4n2 . Define random variable Xj := I(e ∈ pj) · bj , and X :=∑ω

j=1 Xj . Note that we have the following properties.

• All Xj ’s are independent.

• Xj is either 0 or bj , and

Pr[Xj = bj ] =
∑

p∈Pj

I(e ∈ p) · xj,p.

• E[X] =
∑ω

j=1 bj ·
∑

p∈Pj
I(e ∈ p) · xj,p ≤ Re, by the

constraint (P.a) of Program P.

• If Pr[Xj = bj ] > 0 then bj ≤ Re. This is also by the
constraint (P.b) of Program P.

We can then apply Lemma 3 on the subset of random vari-
ables {Xj : 1 ≤ j ≤ ω,Pr[Xj = bj ] > 0}, and we get

Pr[αe > 4 ln 2n] ≤ exp(−2 ln 2n) =
1

4n2
,

which completes our proof.

Lemma 3. Suppose {Xi}ωi=1 are independent random vari-
ables, such that Xi (1 ≤ i ≤ ω) takes value 0 with probability
1 − pi (0 < pi < 1), and takes value vi with probability pi.
Define X :=

∑ω
i=1 Xi. Then for R ≥ 0, β ≥ 2e such that

vi ≤ R and E[X] ≤ R, we have Pr[X > βR] ≤ exp(−β
2
).

Proof. Let t > 0 be a parameter to be fixed. Then

Pr[X > βR] = Pr[tX > tβR]

= Pr[exp(tX) > exp(tβR)]

≤ exp(−tβR) · E[exp(tX)]

= exp(−tβR)
ω∏

i=1

E[exp(tXi)],

where the inequality is by the Markov’s inequality.
We analyze E[exp(tXi)]. By definition, we derive

E[exp(tXi)] = (1− pi) + pi exp(tvi)

= 1 + pi(exp(tvi)− 1)

≤ exp(pi(exp(tvi)− 1)),



where the last inequality is from the fact that 1+x ≤ exp(x)
for all real x. Then, we get

ω∏

i=1

E[exp(tXi)] ≤ exp(

ω∑

i=1

pi(exp(tvi)− 1)).

We pick t to satisfy exp(tvi) ≤ 1 + 1
2
tβvi, for all i.

We will show the existence and give the value of such a t
later. With this property of t, we have

ω∏

i=1

E[exp(tXi)] ≤ exp(

ω∑

i=1

1

2
tβpivi) ≤ exp(

1

2
tβR),

where the last inequality is by E[X] ≤ R.
Therefore, we get

Pr[X > βR] ≤ exp(−tβR+
1

2
tβR) = exp(t(−1

2
βR)).

We define t :=
ln β

2
R

. Recall that we require t to satisfy

the property that exp(tvi) ≤ 1 + 1
2
tβvi for all i. To verify

the property,

exp(tvi) = exp(
vi
R

ln
β

2
) = (

β

2
)
vi
R

≤ 1 +
β

2
· vi
R

≤ 1 +
1

2
tβvi,

where the second last inequality follows from the fact that
ax ≤ 1 + ax, for a ≥ 1, 0 ≤ x ≤ 1. (To verify the fact, we
let g(x) = ax − 1 − ax. Then g′(x) = ln a · ax − a, and we
know that g(x) takes the maximum when x = 0 or x = 1,
and therefore g(x) ≤ max{g(0), g(1)} = 0).
Substituting t, we have

Pr[X > βR] ≤ exp(−β

2
ln

β

2
) ≤ exp(−β

2
),

which completes our proof.

Therefore, the strategy returned by the rounding scheme
has completion time at most O(log n)OPTP, with high prob-
ability. Together with OPTP ≤ OPT, we immediately get
the desired approximation ratio.
3) Time Complexity of OneCoflow: Program P is not
convex, because of the constraints P.b and P.e. Hence, it is
non-trivial to find the optimal solution in polynomial time.

To resolve the issue, we propose a binary search based
approach. The main observation is that if t is fixed instead
of a variable, the constraints are all linear. This means that
we can solve a feasibility linear program to test whether a
specific t is feasible or not.

Hence, our algorithm for solving Program P is as follows.
First we binary search t. Then for a fixed t, we define bj =

vj
t

(note that bj is constant given t), and we solve the following
feasibility linear program FLP:

minimize 0 (FLP)

subject to

ω∑

j=1

bj
∑

p∈Pj

I(e ∈ p) · xj,p ≤ Re, e ∈ E, (FLP.a)

xj,p = 0, if ∃e ∈ p, bj > Re, (FLP.b)
∑

p∈Pj

xj,p = 1, 1 ≤ j ≤ ω, (FLP.c)

0 ≤ xj,p ≤ 1, p ∈ Pj , 1 ≤ j ≤ ω.
(FLP.d)

When the linear program is infeasible, we enlarge t; oth-
erwise, we search for smaller t. In the end, we will find the
nearly optimal t (we do not need the exact t since we are
seeking for approximation algorithms anyway), and the cor-
responding solution for Program P is constructed by solving
Program FLP with the binary search based approach.

Therefore, during solving Program P, we compute O(1)
Program FLPs with O(ωKC) number of variables, and
O(ωKC + n2) number of constraints. The number of feasi-
bility linear programs that we need to solve should typically
be a constant in reality. After we get the optimal solu-
tion, the main algorithm, i.e. Algorithm 1, runs in time
O(ωKC). In conclusion, our algorithm OneCoflow runs in
O(LP(O(ωKC), O(ωKC + n2))).
This ends the proof of Theorem 1.

Extension to General Networks In data center network-
s, the number of paths between any pair of nodes is bounded
byK = poly(n). So our algorithm OneCoflow is able to com-
pute a valid strategy for a coflow in polynomial time. But
the assumptionK = poly(n) may be not applicable for other
networks, for example, wireless networks with an arbitrary
number of nodes. In such a network, the number of paths
between any pair of nodes can be super polynomial, which
would make the algorithm fail to solve Program P in poly-
nomial time. Specifically, we consider the case when Pj for
(sj , tj) are defined as all the possible directed simple paths
from sj to tj using edges in some Ej ⊆ E. In this setting,
we have Theorem 2.

Theorem 2. For any coflow C := {(sj , tj , vj)}ωj=1 with
Pj defined to be all the (simple directed) paths from sj to tj
using edge set Ej ⊆ E, there exists an algorithm that returns
a valid strategy for C with completion time at most (4 ln 2n)
times the minimum completion time of C with probability at
least 3

4
, running in time O(LP(O(ω|E|), O(ω|E|))), where

LP(x, y) means the running time of solving a linear program
with x variables and y constraints.

Proof. The proof framework is similar to that for
OneCoflow. However, since the way we define the path set
changes, we have to modify the program a little. Specifically,
we use variables xj,e to denote whether edge e is chosen in
the j-th flow, instead of variables xj,p to denote the selection
of paths in Program P. The constraints of the program
are changed accordingly. We also adopt the binary search
based approach to solve the new program. After solving the
program optimally, we design a different rounding procedure
to get a valid routing. Finally, as in OneCoflow, we scale
down a factor of the bandwidth to make sure the strategy
is valid. The analysis of the approximation ratio is mostly
similar to that before, and the key ingredient is the use of
our measure concentration result (Lemma 3). Due to the
space, we omit the details here.

4. ONLINE MULTI-COFLOW ROUTING
AND SCHEDULING

In this section, we study online multiple coflow routing
and scheduling, where m coflows {Ci}mi=1 arrive at time
{Ti}mi=1

4. Without loss of generality, we assume T1 = 0. At

4We allow multiple coflows arrive at the same time, i.e., if
Ci and Ci+1 arrive at t simultaneously, we set Ti = Ti+1 = t.



Ti, it is required to give the coflow Ci := {(s(i)j , t
(i)
j , v

(i)
j )}ωi

j=1

a strategy Si := {(p(i)j , b
(i)
j (x))}ωi

j=1 for x ≥ Ti.
Our aim is to design an algorithm to allocate the network

resources through computing for each unfinished coflow a
valid strategy. The algorithm design targets at the follow-
ing properties: 1) performance guarantee: The algorithm is
competitive with a non-trivial ratio for the online problem;
2) practical for real application: we do not allow frequent
reroutings; specifically, recall that in our model, one coflow
(and therefore one flow) will be routed only once; and 3)
fairness: those coflows with a larger completion time will be
provided relatively more network resources.

4.1 Online Algorithm
We make use of OneCoflow, our algorithm for the single

coflow strategy, as a black box, and design a competitive al-
gorithm for the online multiple coflow routing and schedul-
ing problem. The main idea is that when a new coflow
arrives or a coflow completes its transmission, to compute
each existing coflow a valid strategy and to fully utilize the
link capacity, we reschedule each flow’s bandwidth by scaling
down its bandwidth computed by OneCoflow. The algorith-
m is called OMCoflow, as shown in Algorithm 2.

Algorithm 2: OMCoflow: Online Algorithm for Multi-
ple Coflow Routing and Scheduling

Input: {(Ci, Ti)}mi=1

Output: Valid strategies for {(Ci, Ti)}mi=1

1 while there is a new coflow coming or some existing
coflow being completed do

2 Suppose I is the set of indices of coflows that are
not completed at this point.

3 for i ∈ I do

4 Define αi :=
√
OPTi

∑
l∈I

√
OPTl

, where OPTi is the

optimal of Program P for coflow Ci,

5 Update Si := {(p(i)j , αib
(i)
j )}ωi

j=1, where

{(p(i)j , b
(i)
j )}ωi

j=1 is the solution computed by

OneCoflow (with inputs as Ci and {P (i)
j }ωi

j=1)

when Ci arrived.

6 Scale the bandwidths for all flows in {Si}i∈I by the
same factor that is the largest to make the strategy
still valid.

OMCoflow computes a valid strategy for each existing coflow
in the network including the newly arrived one. A new
coflow arriving or some coflow being completed would wake
up OMCoflow (Line 1). It calls OneCoflow for each coflow
Ci to compute a valid strategy when Ci arrives at the net-
work assuming that Ci monopolizes the network (i.e., the
case of single coflow routing and scheduling). The output

of OneCoflow for Ci, {(p(i)j , b
(i)
j )}ωi

j=1, is then stored to avoid
duplicated computations in the future. Note that the in-
terplay of concurrent coflows is likely to make this strategy
invalid, so we scale down each coflow’s bandwidth with a
factor (Line 4 and Line 5). The factor αi is special to each
coflow, and is computed with respect to the optimal of Pro-
gram P for all concurrent coflows. So the new scheduling
is a weighted combination of the single coflow scheduling,
and αi’s are the weights. In this way, obviously, each coflow
receives a valid strategy. In particular, for coflow Ci, we

base on the ρ-approximate optimal single coflow routing and
scheduling (by OneCoflow), and scale down the bandwidth
of the flows uniformly by αi. As we always make use of the
valid strategy output by OneCoflow (through only scale the
coflow bandwidth), OneCoflow is applied only for the new-
ly arrived coflow, and we will solve Program P only once
for each coflow. For the case when a coflow is completed,
we do not need to call OneCoflow. Moreover, after we re-
weight the scheduling, we scale all the flow bandwidths by
the same largest possible factor, to make use of the rest of
the bandwidth (Line 6).

4.2 Analysis
Preliminaries: When we say an algorithm for the problem
is ρ-competitive, we mean for all k (1 ≤ k ≤ m), the online
algorithm returns a valid strategy for each coflow in the set
{(Ci, Ti)}ki=1 that has a completion time at most ρ times its
minimum completion time under the offline setting. Offline
setting means the information of the posterior coflows is
known in advance (the knowledge of (Cj , Tj) for j > i).
Theorem 3 shows that OMCoflow has a provable compet-

itive guarantee. Although the analysis is not tight, experi-
ments in Sec. 5 show that our algorithm actually has superb
performance.

Theorem 3. Suppose the competitive ratio of OneCoflow
(Algorithm 1) is ρ. Then, OMCoflow (Algorithm 2) is mρ-
competitive for the online multiple coflow routing and schedul-
ing problem, running in time O(m)·TIMESIN, where TIMESIN

is the time complexity of OneCoflow.

Proof. Since the time complexity part is immediate, we
focus on the analysis of the competitive ratio.
Lower Bound of Offline Optimal Suppose OPT is the of-
fline minimum completion time for {(Ci, Ti)}mi=1. Let OPTi

be the optimal value of the Program P for coflow Ci. It is
immediate that each coflow Ci contributes to the total com-
pletion time with no less than its minimum completion time
when it monopolizes the network. Moreover, since OPTi is
a lower bound of the minimum completion time of coflow Ci

when it is the only coflow that is running, we conclude that
OPT ≥ ∑m

i=1 OPTi.
Upper Bound the Competitive Ratio Since we already
have the lower bound OPT ≥ ∑m

i=1 OPTi, we compare the
performance of our algorithm to

∑m
i=1 OPTi.

Lemma 4. ALG ≤ mρ
∑m

i=1 OPTi, where ALG denotes
the completion time of the scheduling given by Algorithm 2.

Proof. Consider the optimization problem for some sub-
set I of {1, 2, . . . ,m},

Minimize
∑

i∈I

OPTi

xi

subject to
∑

i∈I

xi ≤ 1,

where variables xi’s are non-negative. Applying the Cauchy-
Schwarz inequality,

∑

i∈I

OPT

xi
≥ (

∑

i∈I

OPTi

xi
) · (

∑

i∈I

xi) ≥ (
∑

i∈I

√
OPTi)

2.

Moreover, the minimizer is xi =
√
OPTi

∑
l∈I

√
OPTl

.



Thus, for each I in each iteration of the algorithm, the
factors αi’s (i ∈ I) are optimally picked with respect to I.

Define α
(m)
i :=

√
OPTi

∑m
l=1

√
OPTl

. Define ALGi to be the com-

pletion time of the single coflow scheduling returned by the
ρ-approximate algorithm for coflow Ci. We observe that for
any integer i ∈ I,

αi ≥
√
OPTi∑m

l=1

√
OPTl

= α
(m)
i .

Hence, the completion time Fi for each coflow Ci is at most

ALGi

α
(m)
i

≤ ρ
OPTi

α
(m)
i

≤ ρ
√
OPTi

m∑

l=1

√
OPTl.

Hence, we have

ALG ≤
m∑

i=1

ALGi

α
(m)
i

≤ ρ(

m∑

i=1

√
OPTi)

2 ≤ mρ ·
m∑

i=1

OPTi.

The last inequality is by the Cauchy-Schwarz inequality.

Therefore, our theorem is proved.

We can combine the results of Theorem 1 and Theorem 3 to
get the following corollary.

Corollary 1. OMCoflow is (4m ln 2n)-competitive with
high probability, where m is the number of coflows and n
is the number of nodes in the network.

4.3 Advantages of OMCoflow
OMCoflow computes a valid strategy for each unfinished

coflow with theoretical performance guarantees. Besides,
OMCoflow has the following significant merits.
No Frequent Rerouting: OMCoflow computes the routes
for each flow in a coflow only once when the coflow arrives at
the network. That is to say, each flow will transmit its data
exactly along one path, although the bandwidth assigned to
this path might change from time to time. Avoiding fre-
quent rerouting will make OMCoflow more efficient and more
implementable in practical applications.
Fairness: We observe that the weight factors αi are de-
fined to be proportional to

√
OPTi. This ensures that those

coflows with large completion time when they monopolize
the network will be given more bandwidth, and those coflows
with small completion time will be given relatively less band-
width. This shows that our algorithm inherently has the
guarantee of fairness. Moreover, as there is barely any sign
of waiting in any coflow, our algorithm also prevents starva-
tion permanently.
Work Conserving: Line 6 in Algorithm 2 corresponds to
a speed-up operation which scales up the flow bandwidths
with a factor to completely utilize the link capacity. This
illustrates the good property of work conservation of our
OMCoflow algorithm.

5. PERFORMANCE EVALUATION
We evaluate our proposed online algorithm OMCoflow by

large-scale simulations based on real-application data from
Facebook [1], which is also used by authors [11, 13]. We
develop a trace-driven simulator which compares OMCoflow

with the following three state-of-the-art schemes: 1) Base-
line: all the individual flows are routed by ECMP [21],

Table 2: Coflows categorized by length (Short and Long) and
width (Narrow and Wide) in our original Facebook trace.

Coflow Type SN LN SW LW

Length Short Long Short Long
Width Narrow Narrow Wide Wide

% of Coflows 59.51% 16.53% 11.79% 12.17%
% of Total Bytes 0.01% 0.11% 0.87% 99.01%

in which the bandwidths are assigned following the max-
min fairness; 2) Heuristic: routing and scheduling coflows
according to the minimum remaining time first (MRTF)
heuristic, as in RAPIER [28]; and 3) Scheduling-only:
scheduling coflows using the MRTF heuristic and routes all
the individual flows by ECMP, as in Varys [13]. Here we
highlight our key results:

• For both Facebook and Fat-tree topologies, OMCoflow
outperform the Baseline, Heuristic and Scheduling-only
schemes, by reducing the average (95th percentile) C-
CT by up to 76.7% (62.4%), 41.8% (11.7%) and 65.0%
(46.1%), respectively (Sec. 5.2.1).

• OMCoflow has much shorter average CCTs when ap-
plied to specific categories of coflows with different
widths and sizes (Sec. 5.2.1).

• OMCoflow runs much faster than Heuristic, the state-of-
the-art algorithm considering routing and scheduling
simultaneously (Sec. 5.2.2). It dramatically reduces
the execution time by up to 99.2%, which makes OM-

Coflow more practical in real applications.

• OMCoflow consistently outperforms the other schemes
over a wide range of values for different coflow parame-
ters, such as the number of coflows, the size, the width
and the intercoflow arrival intervals (Sec. 5.3).

5.1 Methodology
Data Trace Our workload is based on a Hive/MapReduce
trace that was collected on a 3000-machine 150-rack cluster
with 10:1 oversubscription ratio, which was also adopted in
[13]. The synthesized trace contains 526 coflows that are
scaled down to the rack-level with exact inter-arrival times.
Mappers in the same rack are combined into one rack-level
mapper, and so are the reducers. Communication patterns
at rack-level are captured accurately and the amounts of
data (e.g., the coflow size) being shuffled are rounded to
the nearest megabyte [1]. Since the original trace only has
the whole data size of a coflow shuffled to the reducers, we
uniformly sample the size for each flow within it.
Coflow A coflow is measured by 3 key parameters:1) width:
the total number of individual flows; 2) length: the size of
its largest flow it contains; and 3) size: the total amount of
data in megabytes. Similar to [13, 24], we divide non-zero
coflows into 4 categories as shown in Table 2. A coflow is W
(wide) if it involves more than 50 flows, and otherwise it is
N (narrow); and a coflow is L (long) if its length is greater
than 5MB, and otherwise it is S (short).
Simulator Existing packet-level simulators (e.g., ns-2) are
not suitable here due to their high communication overhead-
s. Similar to previous works (e.g., [4, 11, 13, 24, 28]), we
develop a trace-driven simulator with the embedded solver
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Figure 1: Improvements in the average and 95th percentile
CCTs of OMCoflow, Heuristic and Scheduling-only compared
with Baseline in (a) Facebook topology and (b) Fat-tree
topology, respectively.

GUROBI [2] to solve the linear programming problem. Our
simulator runs on a machine with two Intel Xeon CPU E5-
2690 v2 3.00GHz with 32GB memory and 1TB hard drive.

We mainly choose the Facebook data center fabric [6, 17]
as our network topology, where there are 15 pods each with
10 racks and 4 fabric switches. In one pod, each rack is
connected to each of the 4 fabric switches. The capacity of
a link connecting fabric switches with racks is 1Gbps. Each
fabric switch is connected to different groups of 5 upper-
layer spine switches, so we have 4×5=20 spine switches in
total. The capacity of each link between a fabric and the
spine layer is 4Gbps. Moreover, we investigate a 10-ary Fat-
tree [3] fabric in our experiments as well. In this topology,
we fix the first 150 racks as the end points of the coflows.
The link capacity between the racks and edge switches is
set to 1Gbps, so are the links between the edges and the
aggregation layers. Links between the top two layers have a
capacity of 4Gbps.
Metrics We measure the improvement in the average CCT
when comparing two schemes. Take comparing Scheme X
with the Baseline as an example:

Improvement (%) =
average CCT(Baseline)− average CCT(X)

average CCT(Baseline)
.

We measure the CCTs at high percentile (the 95th per-
centile) similarly.

5.2 OMCoflow Performance

5.2.1 CCTs in Different Network Topologies
In this section, we evaluate the coflow completion times

(CCTs) of OMCoflow, Heuristic and Scheduling-only against
the Baseline in the Facebook topology and Fat-tree topology
respectively. We not only investigate the whole data trace in
[13] of totally 526 coflows, but also the subsets of coflows in
different categories defined in Table 2 based on the lengths
and widths of the coflows. Figure 1 illustrates our results.
Figure 1(a) shows that with the Facebook topology, when
we consider the whole data trace, OMCoflow, Heuristic and
Scheduling-only improve the average (95th percentile) CCT
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Figure 2: Improvements in the runtime using OMCoflow

w.r.t. Heuristic in the Facebook topology.

by up to 76.7% (62.4%), 60.0% (57.4%) and 33.5% (30.2%),
respectively. That is to say, OMCoflow relatively improves
the average (95th percentile) CCT by 41.8%(11.7%) over
Heuristic and 65.0% (46.1%) over Scheduling-only. We can
also see that the performance of OMCoflow is steady for spe-
cial categories of coflows. Figure 1(b) shows a similar result
in the Fat-tree topology.

5.2.2 Running Time
We compare the time efficiency of OMCoflow with Heuris-

tic, the state-of-the-art heuristic scheme (such as RAPIER
in [28]) that also takes into account routing and scheduling
simultaneously. Here we use the Facebook topology. The
metric we consider is given as

Improvement (%) =
Runtime(Heuristic)− Runtime(OMCoflow)

Runtime(Heuristic)
.

In Figure 2(a), we can see that OMCoflow dramatically
outperforms Heuristic for all different coflow categories. For
the whole data trace, it reduces the running time by up to
99.2% (equivalently 135× faster). We analyze the reason as
follows. OMCoflow and Heuristic are both executed when a
new coflow arrives or an existing coflow completes transmis-
sion. Note that each of the LPs to be solved in Heuristic
or OMCoflow have the same numbers of variables and con-
straints (see Program (4) in [28] and Program FLP in Sec.
3), so the time complexity to solve an LP in both schemes is
the same.Next, we investigate the numbers of LPs that each
scheme need solve under the following two cases.

• When a new coflow arrives, Heuristic needs to solve
O(Δ2

m) LPs, which can reach O(m2) in the worst cases.
Here, Δm is the number of concurrent coflows in the
network [28] and m is the total number of coflows. In
contrast, OMCoflow only needs to solve O(1) LPs as
analyzed in Sec. 3.2.

• When an existing coflow completes transmission and
leaves, Heuristic still has to solve O(Δ2

m) LPs, while
OMCoflow need not solve any LP but only scale the flow
bandwidth. (Lines 4–6 in Algorithm 2).

We further investigate the number of concurrent coflows
when executing the schemes. Figure 2(b) illustrates that
OMCoflow has less concurrent coflows on average. For both
schemes, solving LPs accounts for most of the runtime.

Therefore, OMCoflow can be executed much faster than
Heuristic and is more practical to real applications.
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Figure 3: The impact of parameters on the average CCTs of OMCoflow, Heuristic and Scheduling-only compared to Baseline.

5.3 Impact of Coflow Parameters
In this section, we study the impacts of key coflow pa-

rameters on the performance of OMCoflow, such as the to-
tal coflow number, the coflow width, the coflow size, and
the inter-coflow arrival interval. Unless otherwise specified,
we assume the Facebook data center topology. Generally,
in Figure 3, we can see that OMCoflow always outperforms
Baseline, Heuristic and Scheduling-only under different sce-
narios.

5.3.1 Coflow Number
To evaluate the impact of the coflow number on the per-

formance of the routing and scheduling schemes, we fix the
other parameters, i.e., setting the coflow width, the coflow
size and the mean inter-coflow arrival interval as 100, 500MB
and 100ms, respectively. We then inject different numbers of
coflows into the network, and calculate the improvement of
the average CCTs for OMCoflow, Heuristic, and Scheduling-
only compared with Baseline.

Figure 3(a) shows that the improvement in average CCT
increases with the growth of the coflow numbers using each
of the three schemes. The reason is that more coflows would
lead to a more severe competition for the network resources,
and then the efficient solutions will gain more benefits. OM-
Coflow can reduce the average CCT by up to 67.6% (see
the case of 100 coflows) when compared with the Baseline,
which outperforms the other two schemes.

5.3.2 Coflow Width
Recall that the coflow width is the number of flows within

it. In this experiment, we fix the coflow number, the size and
and the mean inter-coflow arrival interval as 100, 500MB
and 100ms, respectively, and then study the influence of the
coflow width to the average CCTs.

Figure 3(b) shows that the larger coflow width, the more
improvement in average CCT gained by each of the three
schemes. The reason is still that more data communications
lead to more severe competition for the network resources.
We can observe that OMCoflow always outperforms Heuristic
and Scheduling-only. OMCoflow can reduce the average CCT
by up to 70.7% compared to the Baseline, while Heuristic
and Scheduling-only can only reduce it by 62.5% and 36.3%.

5.3.3 Coflow Size
Here we fix the coflow number, the width and the mean

inter-coflow arrival interval to be 100, 100 and 100ms re-
spectively. In each experiment, we then send coflows with
the same size into the network.

For different coflow sizes, Figure 3(c) shows OMCoflow

can reduce the average CCT by up to 80.6% when com-
pared with the Baseline. When compared with Heuristic and
Scheduling-only, OMCoflow can reduce the time by 44.7%
and 67.6 %, respectively.

In addition, for all the three schemes, their improvemen-
t in the average CCTs increases with the growth of coflow
sizes, while the improvement of OMCoflow escalates more
dramatically than the other two. This is because under the
online setting, the larger coflow size leads to more severe col-
lisions among coflows. Compared with Heuristic, OMCoflow
can result in a much smaller number of concurrent coflows
in the network. Compared with Scheduling-only, OMCoflow
also conducts routing, which contributes to the relief of the
collisions. Therefore, the larger the coflow size is, the more
improvements OMCoflow gains.

5.3.4 Inter-Coflow Arrival Interval
For each of the experiments in this part, the mean inter-

coflow arrival interval is fixed to a value by modifying the
intervals in the original data trace. The other parameters are
fixed as the previous sections. We investigate the intervals
starting from 0, which means all coflows arrive at the same
time (the same as the offline model).

The results are shown in Figure 3(d). We can see that
OMCoflow always outperforms Heuristic and Scheduling-only
when the intervals are not extremely large. OMCoflow can re-
duce the average CCT by up to 69.0% when compared with
Baseline. Moreover, we can observe when the interval be-
comes extremely large, the improvements of the schemes will
decrease significantly, i.e., when the interval is 2s, little im-
provement can be gained. The reason is that if the interval is
too large, most coflows will finish transmission during the in-
terval and there will be little interaction among the coflows.
In this case, the coflow routing will contribute more than
the coflow scheduling to minimize the CCTs. Since both
Heuristic and OMCoflow consider coflow routing, they have
a better perfomance than Scheduling-only. Moreover, we
can see that OMCoflow performs even better than Heuristic,
which illustrates the advantage of our single coflow routing
and scheduling algorithm, OneCoflow, when compared to the
single coflow algorithm in RAPIER.

6. CONCLUSION
This paper studies the combined problem of routing and

scheduling of coflows. Coflow is a relatively new concept
which was proposed to bridge the semantic gap between the
application-level requirements and the network-level metric-



s. For the single coflow routing and scheduling, we propose
OneCoflow, a randomized algorithm to minimize the coflow
completion time (CCT), which has a good approximation
ratio with high probability. We further derive an online al-
gorithm, called OMCoflow, to tackle the multiple coflow rout-
ing and scheduling problem. Our theoretical analysis shows
that our algorithm has a good competitive ratio in minimiz-
ing the average CCT of the coflows. Extensive simulations
based on a real-world data trace from Facebook indicated
that OMCoflow outperforms the state-of-the-art multi-coflow
routing and scheduling approaches in minimizing the aver-
age CCT and reducing the execution time. Consequently,
OMCoflow is more suitable for practical applications. Exist-
ing works on coflow-aware routing and scheduling all assume
that the flows in a coflow arrive at the network simultaneous-
ly, or equivalently, they make the coflow start after all of its
flows have arrived. However, in real scenarios, flows within a
coflow come more naturally to the network at different time
slots, and the ones arriving earlier should not need to wait
for the other flows. We will take this into account in our
future work. OMCoflow is actually a randomized approach.
Therefore, it is also meaningful and challenging to derive
a deterministic online multi-coflow scheduling and routing
scheme with good theoretical performance guarantees.
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